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7. Indicator RVs
The indicator random variable I{A} associated with event A is defined as

I{A}=ቐ

1 𝑖𝑓 𝐴 𝑜𝑐𝑐𝑢𝑟𝑠

0 𝑖𝑓 𝐴 𝑑𝑜𝑒𝑠 𝑛𝑜𝑡 𝑜𝑐𝑐𝑢𝑟
(7.1)

Example: determine the expected number of heads in tossing a fair coin. sample 
space is 

S={H,T}, with Pr{T}= Pr{H}= 
1

2
. 

Define the event H as the coin coming up heads, we define an indicator RV 𝑋𝐻
associated with the event H , such that:
𝑋𝐻 counts the number of heads obtained in this flip, i.e. it is 1 if the coin comes up 
heads and 0 , otherwise. 
We write

𝑋𝐻=I{H}=ቐ

1 𝑖𝑓 𝐻 𝑜𝑐𝑐𝑢𝑟𝑠

0 𝑖𝑓 𝑇 𝑜𝑐𝑐𝑢𝑟𝑠
.
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7. Indicator RVs
The expected number of heads obtained in one flip of the coin is 
simply the expected value of indicator variable 𝑋𝐻:

𝐸[𝑋𝐻] = 𝐸[𝐼 𝐻 ]

= 1. Pr 𝐻 + 0. Pr{𝑇}

= 1.
1

2
+ 0.

1

2
=

1

2

Thus the expected number of heads obtained by one flip of a fair coin 
is 1/2.

Q: what is the difference between expected value and average case?
Does make sense to define average with one flip ?
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7. Indicator RVs
Lemma 7.1
Given a sample space S and an event A in the sample space S, let 
𝑋𝐴 = 𝐼 𝐴 .
Then      𝐸[𝑋𝐴] = 𝑃𝑟 𝐴
Proof:
By the definition of an indicator RV from equation (7.1) and the 
definition of expected value, we have

𝐸[𝑋𝐴] = 𝐸[𝐼 𝐴 ]
= 1. Pr 𝐴 + 0. Pr{ ҧ𝐴}
= Pr 𝐴

,where ҧ𝐴 denotes S - A, (i.e. the complement of A).
Thus the above lemma implies:
The expected value of an indicator RV associated with an event A is 
equal to the probability that A occurs.
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7. Indicator RVs
Although indicator RVs may seem cumbersome for an application such as counting
the expected number of heads on a flip of a single coin, they are useful for
analyzing situations in which we perform repeated random trials.
Example: compute the expected number of heads in n tossing of a coin. 
Let X denotes the total number of heads in the n coin flips, so that

𝑋 = ෍

𝑖=1

𝑛

𝑋𝑖

we take the expectation of both sides

𝐸[𝑋] = 𝐸 ෍

𝑖=1

𝑛

𝑋𝑖

= ෍

𝑖=1

𝑛

𝐸[𝑋𝑖]

= ෍

𝑖=1

𝑛
1

2

=
𝑛

2
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7. Indicator RVs

We can compute the expectation of a random variable having a 
binomial distribution from equations 

𝐶𝑛
𝑘 = 𝑛

𝑘
=

𝑛

𝑘

𝑛−1
𝑘−1

And

𝑓𝑛,𝑝(𝑘) = 𝐶𝑛
𝑘𝑝𝑘(1 − 𝑝)𝑛−𝑘

σ𝑘=0
𝑛 𝑓𝑛,𝑝(𝑘) = 1.
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7. Indicator RVs

Let X~Bin(n; p), q=1-p,   By the definition of expectation, we have

𝐸[𝑋] = ෍

𝑘=0

𝑛

𝑘. Pr{𝑋 = 𝑘}

= ෍

𝑘=0

𝑛

𝑘. 𝑓𝑛,𝑝(𝑘)

= ෍

𝑘=0

𝑛

𝑘
𝑛

𝑘
𝑝𝑘𝑞𝑛−𝑘 = ෍

𝑘=1

𝑛

𝑘
𝑛

𝑘

𝑛 − 1

𝑘 − 1
𝑝𝑘𝑞𝑛−𝑘

= 𝑛𝑝෍

𝑘=1

𝑛
𝑛 − 1

𝑘 − 1
𝑝𝑘−1𝑞𝑛−𝑘

= 𝑛𝑝෍

𝑘=0

𝑛−1
𝑛 − 1

𝑘
𝑝𝑘𝑞 𝑛−1 −𝑘

= 𝑛𝑝෍

𝑘=0

𝑛−1

𝑓𝑛−1,𝑝(𝑘)

= 𝑛𝑝
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𝑘 − 1 = 𝑗 = 𝑘
𝑘 = 𝑗 + 1

𝑛 − 𝑘 = 𝑛 − 𝑗 + 1
= 𝑛 − 1 − 𝑗



7. Indicator RVs
Let X~Bin(n; p), q=1-p. Obtaining the same result using the linearity of 
expectation.
Let 𝑋𝑖 denotes the number of successes in the i th trial. Then 

𝐸 𝑋𝑖 = 𝑝. 1 + 𝑞. 0 = 𝑝

and by linearity of expectation, the expected number of successes for n trials is

𝐸[𝑋] = 𝐸 ෍

𝑖=1

𝑛

𝑋𝑖

=෍

𝑖=1

𝑛

𝐸[𝑋𝑖]

=෍

𝑖=1

𝑛

𝑝

= 𝑛𝑝
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7. Indicator RVs
Example: Let X~Bin(n; p), q=1-p  calculate the variance of the distribution. Using

𝑉𝑎𝑟 𝑋 = 𝐸 𝑋2 − 𝐸2[𝑋]., 

we have 𝑉𝑎𝑟 𝑋𝑖 = 𝐸 𝑋𝑖
2 − 𝐸2[𝑋𝑖]. 

𝑋𝑖 only takes on the values 0 and 1, we have 𝑋𝑖
2 = 𝑋𝑖 , 

which implies 𝐸 𝑋𝑖
2 = 𝐸 𝑋𝑖 = 𝑝. 

Hence, 𝑉𝑎𝑟 𝑋𝑖 = 𝑝 − 𝑝2 = 𝑝𝑞
To compute the variance of X, we take advantage of the independence of the n 
trials; thus, 

𝑉𝑎𝑟[𝑋] = 𝑉𝑎𝑟 ෍

𝑖=1

𝑛

𝑋𝑖

=෍

𝑖=1

𝑛

𝑉𝑎𝑟[𝑋𝑖]

= ෍

𝑖=1

𝑛

𝑝𝑞

= 𝑛𝑝𝑞
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https://www.statlect.com/fundamentals-of-probability/indicator-functions



Appendix

8. Linearity of Expectation
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Linearity of Expectation

• Thm.

1 2 1 2( ... ) ( ) ( ) ... ( )n nE X X X E X E X E X+ + + = + + +

Very useful result. Holds even when X_i’s are dependent!

Proof: (case n=2)

1 2 1 2( ) ( )( ( ) ( ))
s S

E X X p s X s X s


+ = +



2 1 21 ( )( ( ) ( )( ))
s S

E X sX X p s s X


++ = 

Proof: (case n=2)

(defn. of

expectation;

summing over

elementary

events in

sample space)

1 2( ) ( ) ( ) ( )
s S s S

p s X s p s X s
 

= + 

1 2( ) ( )E X E X+=

( ) ( )
x

E X xP X x= =

QED

Aside, alternative defn. of expectation:



Example
• Consider  n children of different heights placed in a line at random.

• Starting from the beginning of the line, select the first child. Continue 
walking, until you find a taller child or reach the end of the line.

• When you encounter taller child, also select him/her, and continue to 
look for next tallest child or reach end of line.

• Question: What is the expected value of the number of children 
selected from the line??

Hmm. Looks tricky…

What would you guess? Lineup of 100 kids... [e.g. 15  more or less?]

Lineup of 1,000 kids… [e.g. 25 more or less?]



• Let X be the r.v. denoting the number of children selected 
from the line.

1 2 1 2( ) ( ... ) ( ) ( ) ... ( )n nE X E X X X E X E X E X= + + + = + + +

1 2 ... nX X X X= + + +

where

iX =

1

1  if the tallest among the first i children.

(i.e. will be selected from the line)

0  otherwise
{

By linearity of expectation, we have:



• What is E(X_i)?

What is P(X_1 = 1)?

Now, E(X_i) = 0 * P(X_i = 0) + 1 * P(X_i = 1)

=  0 * (1 – 1/i) + 1 * (1/i) 

= 1/i.

So, E(X) = 1 + 1/2 + 1/3 + 1/4 … + 1/n
1

ln( ) , 0.57722... ' .n wheree Euler s c son
n

t  + + =

e.g. N = 100                  E(X) ~   5 

N = 200                  E(X) ~   6  

N = 1000                E(X) ~   7

N = 1,000,000        E(X) ~ 14

N = 1,000,000,000 E(X) ~ 21

Note that the one tallest person 
among i persons needs to be at 
the end. (by symmetry: equally 
likely in any position)A: 1

What is P(X_n = 1)? A: 1/n

What is P(X_i = 1)? A: 1/i

Intriguing!

Surprisingly small!! 

Intuition??

Consider doubling

queue:

What’s probablility

tallest kid in first half?

A: ½
(in which case 

2nd half doesn’t 

add

anything!)
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Indicator Random Variable

• Recall:  Linearity of Expectation

)(....)()()....( 2121 nn XEXEXEXXXE +++=+++

Y→An indicator random variable is:

– 0/1 binary random variable.

– 1 corresponds to an event E, and 0 corresponds to the event did not occur

– Then E(Y) = 1*P(E) + 0*(1-P(E)) = P(E)

Expected number of times event occurs:

– E(X1+X2+…) = E(X1)+E(X2)+…. = P(E1)+P(E2)+….
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Define for i = 1, … n, a random variable:  

  

 

E[ Xi

i=1

n

 ]

  

 

= E[Xi

i=1

n

 ]

Suppose everyone (n) puts their cell phone in a pile in the middle of the room, 

and I return them randomly.  What is the expected number of students who 

receive their own phone back? Guess??

  

 

Xi =
1 if student i gets the right phone,

0 otherwise.                                         

 
 
 

k 0 1

Pr(Xi=k)
E[Xi] = Pr(Xi = 1)

1/n1-(1/n)

  

 

E[ Xi

i=1

n

 ]

Why? Symmetry! All phones equally likely.

Need to calculate:



  

 

E[ Xi

i=1

n

 ]

  

 

= E[Xi

i=1

n

 ]

E[X] = E[X1 + X2 + … + Xn]

= E[X1] + E[X2] + … + E[Xn]

= 1/n + 1/n + … + 1/n

= 1

So, we expect just one

student to get his or her

own cell phone back…

Independent of n!!

So,



Define for i = 1, … N, a random variable:  

  

 

E[ Xi

i=1

n

 ]

  

 

= E[Xi

i=1

n

 ]

Suppose there are N couples at a party, and suppose m 
(random) people get “sleepy and leave”… What is the 
expected number of (“complete”) couples left?

  

 

Xi =
1 if couple i remains,

0 otherwise.               

 
 
 

E[X] = E[X1 + X2 + … + Xn]

Define r.v. X = X1 + X2 + … + Xn, and we want E[X].

= E[X1] + E[X2] + … + E[Xn]
So, what do we know about Xi?



Define for i = 1, … N, a random variable:  

  

 

E[ Xi

i=1

n

 ]

  

 

= E[Xi

i=1

n

 ]

Suppose there are N couples at a party, and suppose m people 
get sleepy and leave.  What is the expected number of 
couples left?

  

 

Xi =
1 if couple i remains,

0 otherwise.               

 
 
 

E[Xi] = Pr(Xi = 1)

E[X1] + E[X2] + … + E[Xn]

(# of ways of choosing m from everyone else) /(# of 
ways of choosing m from all)

  

 

=

2N-2

m

 

 
 

 

 
 

2N

m

 

 
 

 

 
 = n x E[X1] = (2N-m)(2N-m-1)/2(2N-1)

How?
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